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Today’s Goals:

Theoretical

● Understand when to bother using 
deep learning.

● Understand the basic math 
behind training a deep learning 
neural network.

Practical (Optional)

● See how this is done with a 
simple feedforward network in 
Numpy.



What’s the deal with 
deep learning?
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Image Classification: a core task in Computer Vision

cat

(assume given set of discrete labels)
{dog, cat, truck, plane, ...}
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The problem:
semantic gap

Images are represented as 
3D arrays of numbers, with 
integers between [0, 255].

E.g. 
300 x 100 x 3 

(3 for 3 color channels RGB)
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Challenges: Viewpoint Variation



Fei-Fei Li & Andrej Karpathy & Justin Johnson Lecture 2 - 6 Jan 20167

Challenges: Illumination
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Challenges: Deformation
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Challenges: Occlusion
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Challenges: Background clutter
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Challenges: Intraclass variation
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An image classifier

Unlike e.g. sorting a list of numbers,
 
no obvious way to hard-code the algorithm for 
recognizing a cat, or other classes.
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How do we compare the images? What is the distance metric?

L1 distance:

add
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Nearest Neighbor classifier
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Nearest Neighbor classifier

remember the training data
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Nearest Neighbor classifier

for every test image:
- find nearest train image 

with L1 distance
- predict the label of 

nearest training image
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Nearest Neighbor classifier

Q: how does the 
classification speed 
depend on the size of 
the training data?
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Nearest Neighbor classifier

Q: how does the 
classification speed 
depend on the size of 
the training data? 
linearly :(

This is backwards:
- test time performance 
is usually much more 
important in practice. 
- CNNs flip this: 
expensive training, 
cheap test evaluation
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The choice of distance is a hyperparameter
common choices:

L1 (Manhattan) distance L2 (Euclidean) distance
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Try out what hyperparameters work best on test set.



Fei-Fei Li & Andrej Karpathy & Justin Johnson Lecture 2 - 6 Jan 201621

Trying out what hyperparameters work best on test set:
Very bad idea. The test set is a proxy for the generalization performance!
Use only VERY SPARINGLY, at the end.
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      Validation data
use to tune hyperparameters
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Cross-validation
cycle through the choice of which fold 
is the validation fold, average results.
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k-Nearest Neighbor on images never used.

- terrible performance at test time
- distance metrics on level of whole images can be 

very unintuitive

(all 3 images have same L2 distance to the one on the left)
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Example: Color (Hue) Histogram

hue bins
+1



Let’s be lazy instead

● Instead of trying to enumerate all of the possible functions 
requires to decompose images, let’s just use neural 
networks which can learn on their own what those 
functions are!

● Neural networks are “universal function approximators”.
http://neuralnetworksanddeeplearning.com/chap4.html

http://neuralnetworksanddeeplearning.com/chap4.html
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[32x32x3]

f 10 numbers, indicating 
class scores

Feature 
Extraction

vector describing various 
image statistics

[32x32x3]

f 10 numbers, indicating 
class scores

training

training



Enter Convolutional Neural Networks
ONLY ASSUMPTION: Things occur close together in the inputs (like in images)!

Hyperparameter: Kernel size!





Why don’t we use neural networks for everything?

● Neural networks are too strong: if you let them, they will 
just memorize the training data and not work on any new 
data.
○ Regularization.
○ Lots of training data (the best regularizer).
○ Specific model architectures.



When should I consider a neural network?

● Neural networks are a good candidate when we have lots 
of:
○ Data.
○ Time (your time).
○ No idea what the functions generating the data might 

be.



How to know if neural networks are appropriate?

● Establish a baseline!
○ Do it now!

● You will be surprised how well a linear regression / SVM / 
random forest model (3 lines of code in scikit-learn) will 
perform on your task if you have good feature engineering 
done already.



Summary

● Deep learning does (some) feature engineering for us.
● Deep learning is slow to train but quick to predict!
● Still required to pick hyperparameters and evaluate those 

choices on held-out data.
● Otherwise we will overfit and our model will be useless.

○ Generalize don’t Memorize. 



How does deep 
learning work?
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Parametric approach

[32x32x3]
array of numbers 0...1
(3072 numbers total)

f(x,W)
image parameters

10 numbers, 
indicating class 
scores
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Parametric approach: Linear classifier

[32x32x3]
array of numbers 0...1

10 numbers, 
indicating class 
scores
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Parametric approach: Linear classifier

[32x32x3]
array of numbers 0...1

10 numbers, 
indicating class 
scores

3072x1

10x1 10x3072

parameters, or “weights”
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Parametric approach: Linear classifier

[32x32x3]
array of numbers 0...1

10 numbers, 
indicating class 
scores

3072x1

10x1 10x3072

parameters, or “weights”

(+b) 10x1
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Example with an image with 4 pixels, and 3 classes (cat/dog/ship)
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Interpreting a Linear Classifier

[32x32x3]
array of numbers 0...1
(3072 numbers total)
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Suppose: 3 training examples, 3 classes.
With some W the scores                           are:

cat

frog

car

3.2
5.1
-1.7

4.9
1.3

2.0 -3.1
2.5
2.2
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Softmax Classifier (Multinomial Logistic Regression)

cat

frog

car

3.2
5.1
-1.7



Fei-Fei Li & Andrej Karpathy & Justin Johnson Lecture 3 - 11 Jan 201649

Softmax Classifier (Multinomial Logistic Regression)

scores = unnormalized log probabilities of the classes. 

cat

frog

car

3.2
5.1
-1.7
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Softmax Classifier (Multinomial Logistic Regression)

scores = unnormalized log probabilities of the classes. 

cat

frog

car

3.2
5.1
-1.7

where
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Softmax Classifier (Multinomial Logistic Regression)

scores = unnormalized log probabilities of the classes. 

cat

frog

car

3.2
5.1
-1.7

where

Softmax function
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Softmax Classifier (Multinomial Logistic Regression)

scores = unnormalized log probabilities of the classes. 

Want to maximize the log likelihood, or (for a loss function) 
to minimize the negative log likelihood of the correct class:cat

frog

car

3.2
5.1
-1.7

where
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Softmax Classifier (Multinomial Logistic Regression)

scores = unnormalized log probabilities of the classes. 

Want to maximize the log likelihood, or (for a loss function) 
to minimize the negative log likelihood of the correct class:cat

frog

car

3.2
5.1
-1.7 in summary:

where
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Softmax Classifier (Multinomial Logistic Regression)

cat

frog

car

3.2
5.1
-1.7

unnormalized log probabilities
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Softmax Classifier (Multinomial Logistic Regression)

cat

frog

car

3.2
5.1
-1.7

unnormalized log probabilities

24.5
164.0
0.18

exp

unnormalized probabilities
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Softmax Classifier (Multinomial Logistic Regression)

cat

frog

car

3.2
5.1
-1.7

unnormalized log probabilities

24.5
164.0
0.18

exp normalize

unnormalized probabilities

0.13
0.87
0.00

probabilities
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Softmax Classifier (Multinomial Logistic Regression)

cat

frog

car

3.2
5.1
-1.7

unnormalized log probabilities

24.5
164.0
0.18

exp normalize

unnormalized probabilities

0.13
0.87
0.00

probabilities

L_i = -log(0.13)
      = 0.89



Goal: optimize the 
weights W to minimize 
the loss L.
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Strategy #1: A first very bad idea solution: Random search
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Lets see how well this works on the test set...

15.5% accuracy! not bad!
(SOTA is ~95%)
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Strategy #2: Follow the slope

In 1-dimension, the derivative of a function:

In multiple dimensions, the gradient is the vector of (partial derivatives).
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The loss is just a function of W, so

Calculus

want
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Chain Rule
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Gradient Descent
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original W

negative gradient direction
W_1

W_2
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Mini-batch Gradient Descent
- only use a small portion of the training set to compute the gradient.

Common mini-batch sizes are 32/64/128 examples
e.g. Krizhevsky ILSVRC ConvNet used 256 examples
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Example of optimization progress while 
training a neural network. 

(Loss over mini-batches goes down 
over time.)
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The effects of step size (or “learning rate”)
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Neural Network: without the brain stuff

(Before) Linear score function:
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Neural Network: without the brain stuff

(Before) Linear score function:

(Now) 2-layer Neural Network
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Neural Network: without the brain stuff

(Before) Linear score function:

(Now) 2-layer Neural Network
      

x hW1 sW2

3072 100 10
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Neural Network: without the brain stuff

(Before) Linear score function:

(Now) 2-layer Neural Network
       or 3-layer Neural Network
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sigmoid activation 
function
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Activation Functions

Sigmoid

tanh    tanh(x)

ReLU    max(0,x)

Leaky ReLU
max(0.1x, x)

Maxout
ELU
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Activation Functions

Sigmoid

- Squashes numbers to range [0,1]
- Historically popular since they 

have nice interpretation as a 
saturating “firing rate” of a neuron

3 problems:

1. Saturated neurons “kill” the 
gradients
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sigmoid 
gate

x

What happens when x = -10?
What happens when x = 0?
What happens when x = 10?
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Activation Functions

Sigmoid

- Squashes numbers to range [0,1]
- Historically popular since they 

have nice interpretation as a 
saturating “firing rate” of a neuron

3 problems:

1. Saturated neurons “kill” the 
gradients

2. Sigmoid outputs are not 
zero-centered
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Consider what happens when the input to a neuron (x) 
is always positive:

What can we say about the gradients on w?
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Consider what happens when the input to a neuron is 
always positive...

What can we say about the gradients on w?
Always all positive or all negative :(
(this is also why you want zero-mean data!)

hypothetical 
optimal w 
vector

zig zag path

allowed 
gradient 
update 
directions

allowed 
gradient 
update 
directions
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Activation Functions

Sigmoid

- Squashes numbers to range [0,1]
- Historically popular since they 

have nice interpretation as a 
saturating “firing rate” of a neuron

3 problems:

1. Saturated neurons “kill” the 
gradients

2. Sigmoid outputs are not 
zero-centered

3. exp() is a bit compute expensive
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Activation Functions

tanh(x)

- Squashes numbers to range [-1,1]
- zero centered (nice)
- still kills gradients when saturated :(

[LeCun et al., 1991]
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Activation Functions - Computes f(x) = max(0,x)

- Does not saturate (in +region)
- Very computationally efficient
- Converges much faster than 

sigmoid/tanh in practice (e.g. 6x)

ReLU
(Rectified Linear Unit)

[Krizhevsky et al., 2012]
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Activation Functions

ReLU
(Rectified Linear Unit)

- Computes f(x) = max(0,x)

- Does not saturate (in +region)
- Very computationally efficient
- Converges much faster than 

sigmoid/tanh in practice (e.g. 6x)

- Not zero-centered output
- An annoyance:

hint: what is the gradient when x < 0?
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ReLU 
gate

x

What happens when x = -10?
What happens when x = 0?
What happens when x = 10?



Fei-Fei Li & Andrej Karpathy & Justin Johnson Lecture 5 - 20 Jan 201691

DATA CLOUD
active ReLU

dead ReLU
will never activate 
=> never update
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DATA CLOUD
active ReLU

dead ReLU
will never activate 
=> never update

=> people like to initialize 
ReLU neurons with slightly 
positive biases (e.g. 0.01)
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Activation Functions

Leaky ReLU

- Does not saturate
- Computationally efficient
- Converges much faster than 

sigmoid/tanh in practice! (e.g. 6x)
- will not “die”.

[Mass et al., 2013]
[He et al., 2015]
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Activation Functions

Leaky ReLU

- Does not saturate
- Computationally efficient
- Converges much faster than 

sigmoid/tanh in practice! (e.g. 6x)
- will not “die”.

Parametric Rectifier (PReLU)

backprop into \alpha
(parameter)

[Mass et al., 2013]
[He et al., 2015]
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TLDR: In practice:

- Use ReLU. Be careful with your learning rates
- Try out Leaky ReLU / Maxout / ELU
- Try out tanh but don’t expect much
- Don’t use sigmoid
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Neural Networks: Architectures

“Fully-connected” layers
“2-layer Neural Net”, or
“1-hidden-layer Neural Net”

“3-layer Neural Net”, or
“2-hidden-layer Neural Net”
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Example Feed-forward computation of a Neural Network
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Setting the number of layers and their sizes

more neurons = more capacity
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(you can play with this demo over at ConvNetJS: 
http://cs.stanford.edu/people/karpathy/convnetjs/demo/classify2d.html)

Do not use size of neural network as a regularizer. Use stronger regularization instead:

http://cs.stanford.edu/people/karpathy/convnetjs/demo/classify2d.html
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● L1: makes W sparse!
● L2: reduces the number 

of large numbers in W! 
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2

“ConvNets need a lot 
of data to train”
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3

“ConvNets need a lot 
of data to train”

finetuning! we rarely ever 
train ConvNets from scratch.
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4

ImageNet data

1. Train on ImageNet 2. Finetune network on 
your own data

your 
data
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Transfer Learning with CNNs

1. Train on 
ImageNet

2. If small dataset: fix 
all weights (treat CNN 
as fixed feature 
extractor), retrain only 
the classifier

i.e. swap the Softmax 
layer at the end

3. If you have medium sized 
dataset, “finetune” instead: 
use the old weights as 
initialization, train the full 
network or only some of the 
higher layers

retrain bigger portion of the 
network, or even all of it.


