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Input
Diedrichsen, J., & Kriegeskorte, N. (2017)



Representational Similarity Analysis (RSA)

Diedrichsen, J., & Kriegeskorte, N. (2017); Kriegeskorte, N., Mur, M., & Bandettini, P. (2008). 

corr(X,Y)



RSA to compare DNNs to the visual pathway

Kriegeskorte, N.(2015). 



Responses

“Machine learning models have nothing to do with the 
brain” 

“"What I cannot create, I do not understand"
     -Richard Feynman”

“Deep neural networks are uninterpretable and therefore 
can’t help us understand the brain” 

“Convolutional neural networks were inspired by the 
mammalian visual system” 

“You’re just replacing one black box with another” 

“Could a neuroscientist understand a microprocessor?” 



Questions
1. What do we learn from comparing artificial and biological neural networks? 

a. What kinds of questions does this analysis answer? 
b. How does this type of analysis compare to existing analyses approaches? 
c. Does it provide a new way of answering existing questions or does it ask new questions?

2. How does this type of science progress? 
a. How do we get closer to truth? 
b. What do we want the product of our science to be? What is success? 

3. What is the role of the artificial neural network in this framework?
a. Is it an analysis tool, a computational model, or a model organism?

4. Is this approach better than other approaches?



Outline
● Situate

○ How does this approach fit into the landscape of other approaches?

● Literature review
○ Setting the scene
○ Deep networks are good models of the brain
○ Thoughts and feelings
○ Now

● Questions recap and conclusions



Topics at the intersection of AI and neuroscience

1. Representations
a. How is relevant information encoded?
b. How is information being transformed?

2. Architectures
a. How are different components put 

together?
3. Training algorithms

a. Learning rules and optimization
b. Cost functions
c. Curriculum

Areas of study

most 
neuroscience

most machine 
learning

science of 
intelligence



Two Scientific Approaches
● Null hypothesis significance testing

○ Searching for reliable effects
○ e.g. classical fMRI GLM analysis

● Model comparison
○ Adjudicate among competing candidate models of some process/phenomenon
○ Computational neuroscience
○ e.g. Neural encoding analysis, often
○ e.g. Comparing artificial and biological network activations, usually



Model Comparison Approach
Hypothesis space

can 
perform 
the task

accounts 
for neural 
activity

biologically 
plausiblecould have 

evolved



● Simulation of scientific discovery in a model-centric approach
○ Innovative research speeds up the discovery of scientific truth by facilitating the exploration of 

model space
○ Epistemic diversity optimizes across desirable properties of scientific discovery



Model Comparison in 
Functional 
Neuroscience
● Encoding analysis

○ Hypotheses about the nature of 
neural representations (i.e. 
neural code)

● Comparison with DNN activity
○ Hypotheses about what 

architectures and training 
procedures lead to brain-like 
representations

Santoro, R. (2014). The Computational Architecture of the Human Auditory Cortex.



Statistical tools to compare two sets 
of variables

● Linear Regression
● Representational Similarity Analysis
● Pattern Component Modeling
● Canonical Correlation Analysis

○ Singular Vector CCA
○ Projection Weighted CCA

● Centered Kernel Alignment
● Hyperalignment

● Questions about representations in 
artificial and biological neural networks

● Questions about architecture in artificial 
and biological neural networks

● Questions about learning in artificial and 
biological neural networks

● Comparing brains to models, comparing 
models to models, comparing brains to 
brains.

Applications

Check out 
her poster 
at MAIN!



Using SVCCA to study learning dynamics in deep 
networks

Raghu, M., Gilmer, J., Yosinski, J., & Sohl-Dickstein, J. (2017). SVCCA: Singular Vector Canonical Correlation Analysis for Deep 
Understanding and Improvement. NeurIPS.



Comparing 
representations 
in two different 
architectures

Morcos, A. S., Raghu, M., & Bengio, S. (2018). 
Insights on representational similarity in neural 
networks with canonical correlation. NeurIPS.



● Paper
● Colab

https://colab.research.google.com/github/google-research/google-research/blob/master/representation_similarity/Demo.ipynb#scrollTo=MkucRi3yn7UJ
https://colab.research.google.com/github/google-research/google-research/blob/master/representation_similarity/Demo.ipynb#scrollTo=MkucRi3yn7UJ


2007-2012
Talking about neural processes 
with the same language used to 
talk about DNNs



2014-2016
DNNs are good models of the 
primate visual (and maybe 
auditory) sensory systems



“AlexNet, with 
features remixed 
and reweighted, 
fully explains data 
from human IT”

Khaligh-Razavi, S.-M., & Kriegeskorte, N. (2014). Deep 
Supervised, but Not Unsupervised, Models May 
Explain IT Cortical Representation. PLoS 
Computational Biology, 10(11), e1003915.



“Layer assignments 
increase as a 
function of position 
on the occipital 
cortex”

Güçlü, U., & van Gerven, M. A. J. (2015). Deep Neural 
Networks Reveal a Gradient in the Complexity of 
Neural Representations across the Ventral Stream. 
The Journal of Neuroscience



2016-2018
Thoughts and feelings



2016-2018
Thoughts and feelings



Panel on Explaining Cognition, Brain 
Computation and Intelligent Behaviour

Question posed by Jim DiCarlo: 

What is your definition of success?

Answers from Yann LeCun, Jackie Gottlieb, Josh 
Tenenbaum, and Nancy Kanwisher

https://docs.google.com/file/d/1ZRt4U7N7AEpsou9nbMk9pHtpd6NeCP43/preview


Is it a problem?
● We need more clarity and consensus about the long term goals of our field.

○ What will be the form of adequate explanations of intelligent capacities?

● It’s not at all problematic that we have varied short-term goals. In fact it is 
probably beneficial! 

● Good predictions of brain activity is not a sufficient condition for evaluating 
models. It is just one of several constraints on model space. 



2019
● How good are these 

models really?
● Adding biological realism



2019
● How good are these 

models really?
● Adding biological realism“no match between the hierarchy of mouse visual 

cortical areas and the layers of CNNs trained on object 
categorization.”

“Although [the network] achieves state-of-the-art 
performance, it is matched by random weights.”



Brain-Score
As deep ANNs continue to evolve, are they becoming more or less brain-like? 

Schrimpf, M., Kubilius, J., Hong, H., Majaj, N. J., 
Rajalingham, R., Issa, E. B., … DiCarlo, J. J. (2018). 

Brain-Score: Which Artificial Neural Network for Object 
Recognition is most Brain-Like? BioRxiv, 407007. 





2019
● How good are these 

models really?
● Adding biological 

realism

“Here we show that it is possible to incorporate more biologically 
realistic details, in the form of recurrent connections, into a standard 
convolutional neural network... In doing so, we show that certain 
architectural features— such as only allowing excitatory cells to be 
output cells—help replicate findings from the data and lead to different 
types of image representations. The architectural features that provide 
these benefits do not, however, necessarily make the image 
representations in the model more similar to that of V4 data. 
Reconciling these differences will be important.”



What’s next? 
● Other modalities

○ Audition
○ Language

● Formalizing our shared definition of long-term success
● Evaluation metrics: What does it mean to be ‘brain-like’?
● Experimental design

○ Collecting large amounts of data from individual subjects



Questions
1. What do we learn from comparing artificial and biological neural networks? 

a. What kinds of questions does this analysis answer? 
b. How does this type of analysis compare to existing analyses approaches? 
c. Does it provide a new way of answering existing questions or does it ask new questions?

2. How does this type of science progress? 
a. How do we get closer to truth? 
b. What do we want the product of our science to be? 

3. What is the role of the artificial neural network in this framework?
a. Is it an analysis tool, a computational model, or a model organism?

4. Is this approach better than other approaches?



Conclusion
● Comparing activations in biological and artificial neural networks is a 

promising approach to study the architectures and processes that support 
brain-like representations and the nature of representations in intelligent 
systems

● But it’s not just about chasing high accuracies
○ Learning how to build a neural network won’t teach you how to use them to do science
○ Science is not an engineering problem, no matter how much we want it to be
○ The (long term) goal of science is to generate scientific explanations, which is not the same as 

statistically explaining the variance in our data

● Epistemic diversity optimizes scientific discovery



Thank you for your attention



Questions?


